
ABSTRACT

Background: Medical training and evaluation are important 
for mission readiness in the pararescue career field. Because 
evaluation methods are not standardized, evaluation meth-
ods must align with training objectives. We propose an alter-
native evaluation method and discuss relevant factors when 
designing military medical evaluation metrics. Methods: We 
compared two evaluation methods, the traditional checklist 
(TC) method used in the pararescue apprentice course and an 
alternative weighted checklist (AWC) method like that used at 
the U.S. Army static line jumpmaster course. The AWC allows 
up to two minor errors, while critical task errors result in auto- 
failure. We recorded 168 medical scenarios during two Appren-
tice course classes and retroactively compared the two evalua-
tion methods. Results: Despite the possibility of auto-failure 
with the AWC, there was no significant difference between 
the two evaluation methods, and both showed similar overall 
pass rates (TC=50% pass, AWC=48.8% pass, p=.41). The two 
evaluation methods yielded the same result for 147 out of 168 
scenarios (87.5%). Conclusions: The AWC method strongly 
emphasizes critical tasks without significantly increasing fail-
ures. It may provide additional benefits by being more closely 
aligned with our training objectives while providing quantifi-
able data for a longitudinal review of student performance.
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Introduction

Training via medical simulation is crucial to readiness. There 
are ethical and logistical constraints to teaching novice learn-
ers using live human patients, and it is difficult to integrate 
military medics into civilian hospitals. Thus, medical simula-
tion provides an important training substitute.1 There is strong 
evidence that medical simulation training is broadly effective 
in both civilian and military environments.2 In a review of 44 
studies, Lynagh et al. found that 70% of studies reported skill 
laboratories or simulator training significantly improved pro-
cedural skills in medical students when compared with stan-
dard or no training.3

Given the importance of medical simulation, how we eval-
uate medical simulation is critical. One of the primary chal-
lenges is the lack of standardized training evaluation metrics 
for tactical medicine, even though medical evaluations are 
ubiquitous and requisite for pararescue combat mission read-
iness.4 The inherent complexity of combat medicine scenarios 
provides additional complexity when designing evaluation 
metrics.5

The traditional checklist (TC) evaluation counts a single in-
structor assist as an error, with the second error resulting in 
failure. All errors carry the same weight within the current 
evaluation criteria, and any two errors result in failure. This 
evaluation format is common within Air Education and Train-
ing Command (AETC) and U.S. Air Force Special Warfare 
training.6,7 This evaluation method presents two problems. 
First, equal weight for all errors may result in unintended and 
inappropriate student focus. For instance, critical actions such 
as correct tourniquet application carry the same weight as less 
critical errors such as gross manipulation of fractures or docu-
mentation errors. This weighting may result in students focus-
ing too much on some aspects of care and too little on others. 
Second, this method provides little quantifiable information to 
enable trending student performance over time.

This investigation aimed to address these problems by modify-
ing the TC evaluation method to emphasize critical tasks while 
maintaining a similar level of difficulty for the evaluation. We 
propose an alternative weighted checklist (AWC) evaluation 
method, using a numeric score out of 100 possible points, 
with 70 points required to pass (Figure 1). This evaluation 
method is based on the major error/minor error system some-
times used in military training environments such as static line 
jumpmaster school.8 We hypothesize that the AWC will more 
appropriately emphasize critical tasks but that the possibility 
of auto-failure using the AWC will increase failure rates.

Methods

The Pararescue Apprentice tactical medicine course is located 
at Kirtland Air Force Base, New Mexico, and trains students in 
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single medic polytrauma scenarios. These scenarios occur out-
doors during daylight. The students have a standard loadout 
of a medical ruck, kit, plates, helmet, and rubber rifle (Figure 
1). The scenarios occur with one student, one instructor, and 
an additional student with basic moulage acting as the patient. 
Scenarios are approximately 30–40 minutes.

Instructor baselining and standardization are critical to medical 
training evaluation. Before evaluating students independently, 
instructors must complete AETC’s task qualification (TQ) pro-
cess. The TQ process requires candidate instructors to shadow 
qualified instructors for three different medical scenario types, 
averaging 10–15 individual shadowed scenarios. Additionally, 
the instructor cadre is baselined on the expectations for indi-
vidual skills or tasks within a medical training scenario.

As a general rule, student verbalization of patient care is min-
imized as much as possible, and students are held to stan-
dards of care found in the Pararescue Medical Operations 
Handbook.9 For commercially produced devices (e.g., tour-
niquets, junctional tourniquets, Kendrick traction devices, 
SAM splints), the students must adhere to the manufacturer’s 
instructions for application. Failure to do so would result in 
losing points for the task associated with that device. Perfor-
mance expectations of other skills are established early in the 
course so students and instructors know the standard prior 
to evaluations. For instance, hypothermia treatment using a 
wool blanket requires the student to fully wrap the patient 
within the blanket anteriorly and posteriorly, exposing the pa-
tient only as required for assessments and treatments. Failure 
to perform this skill to this standard would result in failing the 
scenario for 2f, “Treat Hypothermia” (Figure 2).

To further emphasize instructor standardization, instructors 
meet to conduct an internal debrief for ~5 minutes following 
a scenario to maintain clear and uniform standards. Following 
the instructor debrief, we debrief students for approximately 
5–10 minutes. To ensure all students get at least one practice 
round daily, we repeat this process 5–7 times during each day 
of medical scenarios.

Following the crawl, walk, run adage, practice scenarios fol-
low a progression in complexity—single injury, double injury, 
triple injury. Evaluation scenarios are medium complexity and 
devoid of ambiguity. We only evaluate students on injuries/
skills that they were exposed to during practice scenarios.

For this study, we sampled 8–12 students for two classes 
during each training day. The number of students sampled per 
day varied based on the number of instructors available for 
scenario rotations. Students rotated through evaluators during 
practice scenarios, and data were collected from the same 
two instructors daily. In order to comply with AETC training 
requirements, we used a post-test-only, no-control-group de-
sign, which has shown to be adequate for certifying a level of 
performance.10

Evaluation Methods
A variety of methods have been proposed to evaluate com-
plex psychomotor skills such as combat medicine delivery. 
Two commonly used rating methods for medical evaluations 
are checklist-based methods and global (or holistic) scoring.2 
Checklist-based methods reduce variability among evaluators 
and scenarios, while global scoring is more individualized, 
variable, and nuanced.

A comparison of these methods can be found in Table 1. Evalua-
tion metrics may exist on a continuum between the checklist and 
global assessment methods, with varying methods of weighting 
and scoring. For instance, some Fire Department emergency 
medical services evaluations rely on a checklist with tasks scored 
from 1 to 5, while Joint Trauma System Tactical Combat Casu-
alty Care assessments use checklists in which critical tasks are 
“must-do” items and others are “should-do” items.11,12

We blended the checklist and global assessment methods, then 
incorporated principles from the well-established U.S. Army 

FIGURE 2  A comparison of two evaluation criteria. LEFT: TC 
evaluation method in which all errors have equal weight, with any 
two errors resulting in failure. RIGHT: The AWC method is based on 
a 100-point grading system, with 70 points required to pass. 

Line items highlighted in yellow represent critical errors and result in 
the subtraction of 31 points. All other errors are considered minor and 
result in the subtraction of 11 points.

FIGURE 1  A typical scenario during the tactical medicine block of 
training at the Pararescue apprentice course. 

Students role-play as patients. They wear coveralls that require cut-
ting to practice exposure and use simple moulage to indicate inju-
ries (in this case, burns). Instructor injects are added to clarify patient 
presentation.
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jumpmaster training program to align our training objec-
tives with training measurements. The U.S. Army Jumpmas-
ter School defines major deficiencies as “any deficiency that 
could cause loss of life or serious injury.”8 Errors involving 
MARCH (massive hemorrhage, airway, respirations, circula-
tion, head/hypothermia) assessments and treatments, meeting 
transport timelines, and successful intravenous/intraosseous 
access within 6 minutes are all considered major errors, are 
worth 31 points, and result in failure. Similarly, failure of any 
of the major tasks in a medical scenario would result in in-
creased real-world morbidity and mortality and be consid-
ered critical tasks similar to those found in TCCC evaluation 
checklists.12

The U.S. Army Jumpmaster School defines minor deficiencies 
as “any discrepancy in the rigging or donning of the jump-
er’s equipment that could cause injury . . . or a violation of 
standard rigging procedures.”8 Minor errors in our context 
are therefore defined as errors that reduce the quality of pa-
tient care but are not immediately life-threatening, including 
errors during secondary/PAWS (pain management, antibiotics, 
wound management, splinting) assessments and treatments. 
These tasks are worth 11 points, with three minor errors con-
stituting failure (Figure 1).

Paired t tests were used to statistically compare pass rates for 
the TC and AWC on each day of practice and evaluation, and 
the level of significance was p≤.05.

Results

During practice scenarios, there was no significant difference 
between the TC (mean 30% [SD 13%] pass) and AWC (mean 
37% [SD 13%] pass) (p=.084). During progress check (PC) 
scenarios, there was a significant difference between the TC 
(mean 82% [SD 28%] pass) and the AWC (mean 71% [SD 
30%] pass) (p=.011). The two evaluation methods generated 
the same result for 147 out of 168 scenarios (87.5%), and 
the TC and AWC evaluation methods were not significantly 
different across the 168 medical scenarios analyzed (TC=50% 
pass, AWC=48.8% pass, p=.41). Figures 3 and 4 show two 
classes of by-day comparison of TC and AWC evaluation 
methods.

Discussion

Medical Simulation Evaluation Metrics
Although there is strong evidence supporting medical simu-
lation as effective training, the ideal method with which to 
evaluate medical simulation remains unclear.13 Cotin et al. 
stated that “the current method of defining metrics for medical 

FIGURE 4  A by-day comparison of TC and AWC evaluation 
methods for Pararescue class Bravo for 92 total scenarios during  
9 days of training. 

PA = patient assessment; PC = progress check.

TABLE 1  A comparison of commonly used evaluation methods in the context of medical simulation evaluation

Gold Standard Complexity Sensitivity Objectivity

Checklist Process-based evaluation.
Protocol-based, sequential list 
of actions, assessments, and 
treatments. 

Low; allows for rapid 
evaluation. Binary 
evaluation: was the task 
completed correctly or 
not?

Low; provides an  
accurate measure of 
competence but may be 
incapable of distinguishing 
between qualified 
and highly qualified 
examinees.1

High; checklist framework 
provides easily recorded and 
consistent evaluation.2 Trained 
raters can be highly consistent.3 

Global/Holistic 
Assessment

Outcome-based evaluation. 
Was the patient cared for 
appropriately?

Medium; each task is 
rated on a scale. Was the 
task incorrect, partially 
correct, or fully correct?

High; partial credit for 
tasks allows for more 
detailed delineation of 
examinee performance.

Low; less structured 
examination criteria introduces 
the possibility for inconsistency. 
Can be overcome with rater 
training.4

1Zoller A, Hölle T, Wepler M, Radermacher P, Nussbaum BL. Development of a novel Global Rating Scale for objective structured assess-
ment of technical skills in an emergency medical simulation training. BMC Medical Education. 2021;21(1). doi:10.1186/s12909-021-02580-4; 
2van der Vleuten CP, Swanson DB. Assessment of clinical skills with standardized patients: State of the art. Teaching and Learning in Medicine. 
1990;2(2):58–76. doi:10.1080/10401339009539432; 3Boulet JR, McKinley DW, Whelan GP, Hambleton RK. Quality assurance methods for 
performance-based assessments. Adv Health Sci Educ Theory Pract. 2003;8(1):27–47. doi:10.1023/a:1022639521218; 4Regehr G, MacRae H, 
Reznick RK, Szalay D. Comparing the psychometric properties of checklists and global rating scales for assessing performance on an OSCE-for-
mat examination. Acad Med. 1998;73(9):993–997. doi:10.1097/00001888-199809000-00020

FIGURE 3  A by-day comparison of TC and AWC evaluation 
methods for Pararescue class Alpha for 76 total scenarios during  
8 days of training. 

PA = patient assessment; PC = progress check.
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simulation remains more art than a science.”13 This may be 
especially true for our purposes, given the highly dynamic and 
variable nature of tactical medicine, and the evolution towards 
standardization across military services.14 Thus, reliability and 
validity, the two basic concepts of evaluation quality, are im-
portant to implement when creating evaluation standards.

Reliability indicates the consistency of measurement. Validity 
refers to the ability to make accurate and reproducible mea-
surements using an evaluation metric based on the desired 
learning objective.15,16 In the context of military medical sim-
ulation evaluation, a highly reliable evaluation method would 
produce the same results at different times and with different 
evaluators or simulation scenarios. Validity correlates with the 
inferences of a student’s performance in an evaluation. For ex-
ample, if a student is successful in medical simulation, we infer 
they will succeed in real-world scenarios.

The TC method’s validity may be suboptimal due to its equal 
focus across all aspects of care. Bewley and O’Neil summa-
rized how to develop an effective evaluation for military 
medicine. They recommended defining the desired training 
objectives and aligning the measures and scoring with them.15 
In this framework, our training objective can be defined as 
the acquisition of durable life-saving tactical medicine skills 
that can be transferred to novel environments. By making crit-
ical tasks auto-failure criteria, the AWC is more effective at 
emphasizing the critical assessments and treatments that align 
with our training objectives and increases the validity of our 
medical evaluations.

The difference in the TC and AWC for practice and progress 
check scenarios was likely driven by the high quantity of er-
rors students made during practice scenarios (2.7 errors per 
scenario) compared with progress check scenarios (0.9 errors 
per scenario). For scenarios in which students make three 
or more errors (as they do during many practice scenarios), 
they would fail using either the TC or AWC. As student per-
formance improves and the quantity of errors is reduced, the 
effect of auto-failure for single critical errors using the AWC 
becomes more evident.

We believe the AWC evaluation method more closely aligns 
with our training objectives than the TC evaluation method 
because it strongly emphasizes life-saving care, de-emphasizes 
less critical care, and maintains similar overall evaluation 
rigor as the TC. Because it is a checklist-based evaluation, the 
AWC maintains objectivity and is simple to use while provid-
ing numeric scores to allow for longitudinal data analysis and 
progress tracking. Future work should examine the inter-rater 
reliability of the AWC, and longitudinal studies should exam-
ine the validity of the evaluation metric.

Limitations
This is a retrospective study with inherent weaknesses. Evalu-
ation data was only collected from two instructors to provide 
consistency but could also amplify their individual biases. Due 
to the limitations of our training requirements, we could not 
analyze inter-rater reliability for the AWC.

Conclusion

To improve our medical simulation evaluation metric, we used 
the following framework. First, we identified and stated our 

organization’s training objectives. Then, we reviewed evalua-
tion methods used in medical simulations and military train-
ing organizations and found evaluation methods that aligned 
with our stated training objectives. We then retrospectively 
compared evaluation methods to analyze their effectiveness 
prior to full implementation and ensure similarity in rigor. By 
drawing from established criteria, we tailored our evaluation 
method to evaluate student competencies more appropriately.
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